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Abstract—LiDAR has become one of the primary sensors in
robotics and autonomous system for high-accuracy situational
awareness. In recent years, multi-modal LiDAR systems emerged,
and among them, LiDAR-as-a-camera sensors provide not only
3D point clouds but also fixed-resolution 360°panoramic images
by encoding either depth, reflectivity, or near-infrared light in the
image pixels. This potentially brings computer vision capabilities
on top of the potential of LiDAR itself. In this paper, we are
specifically interested in utilizing LiDARs and LiDAR-generated
images for tracking Unmanned Aerial Vehicles (UAVs) in real-
time which can benefit applications including docking, remote
identification, or counter-UAV systems, among others. This is,
to the best of our knowledge, the first work that explores the
possibility of fusing the images and point cloud generated by
a single LiDAR sensor to track a UAV without a priori known
initialized position. We trained a custom YOLOv5 model for
detecting UAVs based on the panoramic images collected in an
indoor experiment arena with a MOCAP system. By integrating
with the point cloud, we are able to continuously provide
the position of the UAV. Our experiment demonstrated the
effectiveness of the proposed UAV tracking approach compared
with methods based only on point clouds or images. Additionally,
we evaluated the real-time performance of our approach on the
Nvidia Jetson Nano, a popular mobile computing platform.

Index Terms—UAV; LiDAR-as-a-camera; drone tracking; Li-
DAR; LiDAR detection; LiDAR tracking; YOLOV5;

I. INTRODUCTION

Achieving high-level situational awareness is a vital but not
trivial task in the domain of mobile robotics and autonomous
systems in general, as it enables effective decision-making,
navigation, and control in complex environments [1]. In recent
years, researchers have exploited diverse sensor modalities
to enhance robotics perception systems. Among these, Li-
DAR and cameras have emerged as the primary perception
components [2]. In contrast to cameras, LiDARs offer key
features, including long-range and precise geometry data, and
generally greater resilience to adverse weather conditions, such
as fog and rain. Currently, there are various modalities of
LiDARs available [3]. Ouster LiDARs [4], [5], [6] stand out
by offering dense point clouds and 360°field of view with low-
resolution images, obtained by encoding depth, reflectivity, or
near-infrared light in the image pixels. These are so-called
lidar as a camera sensors [4], [6]. Other lidar manufacturers
are expected to provide similar functionality in the near future.
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Fig. 1: Diagram of proposed UAV tracking system based on the image
and point cloud generated by an Ouster LiDAR.

This type of LiDAR as a camera sensor is inherently
compatible with deep learning (DL) models for vision sen-
sors, obviating the need for external camera mounting and
calibration [6]. Moreover, the LiDAR-as-camera approach
can augment conventional LiDAR-based methods for object
detection and tracking, as the algorithms for the latter are
more computationally intensive and less mature than vision
sensors. Despite the low vertical resolution and lack of color,
the key motivation for considering such an approach is simply
to do more with already existing data and without additional
sensors.

We are interested in studying the potential of these sen-
sors for tracking unmanned aerial vehicles (UAVs), fusing
both lidar point cloud data and signal images. Given that
the images generated by the LiDAR as a camera sensors
have low resolution (see for example in figure 4), we are
particularly interested in short-range tracking of UAVs, which
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�nds potential applications in UAV docking, or collaboration,
among others. The deployment of UAVs requires accurate
localization, especially in cases where GNSS signals suffer
from degradation or are not available [7].

In this paper, we propose a UAV tracking approach based on
the integration of images and 3D point clouds generated by an
Ouster LiDAR sensor. The diagram of the approach we follow
is illustrated in �gure 1. The UAV can be detected in signal
images instead of manually giving its initial position as it is
needed in other point-cloud-only approaches. The detection
also yields an approximate region of interest (ROI) in the
point cloud, which will be expanded if no detection occurs.
This approach reduces computation overhead by avoiding the
need for an overall point cloud search. UAV identi�cation is
achieved by clustering points within the ROI, followed by
continuous position estimation using the Kalman Filter (KF).

The remainder of this document is organized as follows.
Section II introduces the current state-of-the-art UAV track-
ing methods relevant to the presented approach. Section III
introduces the methodology and the experimental setup with
results presented in Section IV. Section V concludes the work
and outlines future research directions.

II. RELATED WORK

This section reviews the literature in the �eld of UAV
detection and tracking. Due to the limited research on tracking
small objects such as UAVs based on LiDAR, we focus on:
(i) vision-based and (ii) LiDAR-based UAV tracking; (iii)
research into the potential of LiDAR-as-a-camera sensors; and
(iv) applications of UAV tracking.

A. UAV tracking with cameras

Vision-based methods are widely used to track small objects
and UAVs [8], [9], [10]. They can be divided into two
categories: those that rely on passive or active visual markers,
and those that detect and track objects in general, e.g., with
traditional computer vision or deep learning. For example,
[9] introduces a trinocular system with ground-based cameras
to control a rotary-wing UAV in real time based on its key
features. Alternatively, [11] presents an infrared binocular vi-
sion system with PTU and exosensors to track drones cheaply
under any weather and time conditions based on their infrared
spectra. Recent developments in deep convolutional neural
networks (CNNs) have boosted adoption in the �eld of object
detection and tracking. Arguably, a large part of the state-of-
the-art in tracking is based on deep learning methods. Recent
advances in deep CNNs have improved object detection and
tracking performance [12]. For instance, [10] proposes a CNN-
based markerless UAV relative positioning system that allows
the stable formation and autonomous interception of multiple
UAVs.

Depth cameras can also detect UAVs and help them avoid
obstacles using deep learning models that process depth maps
[13]. While depth cameras can provide accurate position and
size measurements, and vision sensors are generally capable of
robust tracking and relative localization, our focus in this paper

is on the use of Ouster LiDARs because of their �exibility
with respect to environmental conditions and their ability to
provides more accurate and informative signal images than
depth cameras.

B. UAV tracking with LiDARs

While LiDAR systems are often employed for detecting
and tracking objects, they pose unique challenges in detecting
and tracking UAVs due to their small size, varied shapes and
materials, high speed, and unpredictable movements.

When deployed from a ground robot, a crucial parameter is
relative localization between different devices. Li et al. [14]
suggest a new approach for tracking UAVs using LiDAR point
clouds. They take into account the UAV speed and distance
to adjust the LiDAR frame integration time, which affects the
density and size of the point cloud to be processed.

By conducting a probabilistic analysis of detection and
ensuring proper setup, as shown in [15], it is possible to
achieve detection using fewer LiDAR beams, while performing
continuous tracking only on a small number of hits. The
limitations in the 3D LiDAR technology can be overcome by
moving the sensor to increase the �eld of view and improve
the coverage ratio. Additionally, combining a segmentation
approach and a simple object model while leveraging temporal
information in [16] has been shown to reduce parametrization
effort and generalize to different settings.

Another approach, departing from the typical sequence of
track-after-detect, is to leverage motion information by search-
ing for minor 3D details in the 360� LiDAR scans of the scene.
If these clues persist in consecutive scans, the probability
of detecting a UAV increases. Furthermore, analyzing the
trajectory of the tracked object enables the classi�cation of
UAVs and non-UAV objects by identifying typical movement
patterns [17], [18].

C. LiDAR as a camera

The Ouster LiDAR blurs the traditional boundaries between
cameras and LiDARs by providing 360°panoramic images,
including depth, signal, and ambient images in the near-
infrared spectrum, in addition to the point cloud output. These
signal and ambient images capture the strength of laser light
re�ected back to the sensor and ambient light, respectively.
Ouster has proven that training models based on these images
are effective for various computer vision applications, such as
object detection, segmentation, feature extraction, and optical
�ow [4], [5]. Several existing DL models have also been
demonstrated to be effective in analyzing these images [6].

D. Applications of UAV tracking

Recently, researchers have shown interest in tracking and
detecting UAVs due to two primary reasons: the rising demand
for identifying and detecting foreign objects or drones in
areas with controlled airspace, like airports [19], [20], and the
potential for optimizing the utilization of UAVs as versatile
mobile sensing platforms through tracking and detection [21].

The ability to track UAVs from unmanned ground vehicles
(UGVs) allows for miniaturization and greater �exibility in



Fig. 2: Experimental hardware and site.

multi-robot systems, reducing the need for high-accuracy
onboard localization. This was demonstrated in the DARPA
Subterranean challenge [22], [23], where UAVs were dynam-
ically deployed from UGVs in GNSS-denied environments.
Localization and collaborative sensing were key challenges,
with reports indicating that LiDAR-based tracking was useful
in domains where visual-inertial odometry (VIO) has limita-
tions, such as low-visibility situations [24], [25].

Similarly, tracking UAVs is crucial in the landing phase
of the aerial system. Different methods using a ground-based
stereo camera [26] or having the UAV carry an infrared camera
to detect signals from the destination [27] have been proposed.
As these works employ cameras as their main sensory system,
they can be easily affected by background lighting conditions
while in our approach we prefer a LiDAR which is more
resilient in these environmental conditions.

III. M ETHODOLOGY

A. Hardware Information

The experimental setup consists of an Ouster OS0-128
LiDAR, an Intel computer, and a Holybro X500 V2 drone
shown in Fig. 2. The Ouster OS0-128 boasts a wide �eld of
view (360� � 90� ) and is capable of producing both dense
point cloud data and signal images at a frequency of 10 Hz.
The drone is equipped with OptiTrack markers, allowing the
acquisition of the drone's actual position at 100 Hz in the
motion capture (MOCAP) system, which is also partially
visible in Fig. 2.

B. Software Information

The system was implemented based on the ROS Noetic
framework on Ubuntu 20.04 operating system. The tracking
package, Ouster drivers, and OptiTrack mocap program were
executed on the laptop computer connected to the Ouster
LiDAR. Our tracking approach requires YOLOv51 for UAV
detection and Open3D2 for point cloud data processing.
The algorithms and code designed and developed for these

1https://github.com/ultralytics/yolov5/releases
2http://www.open3d.org/

experiments are written in Python and are publicly available
in a GitHub repository3.

C. Data collection

Regarding the data consisting of UAV detections with the
Ouster LiDAR, we collected three different data sequences
(Seq i; i 2 (1 � 3)). in an indoor area of10:0� 10:0m2, with
distances ranging 0.5 m to 8 m between the LiDAR and the
UAV. The details of the collected data can be seen in Table I.
Seq 1andSeq 3represent a helical ascension trajectory, while
Seq 2represents an elliptical trajectory.

TABLE I: Data sequences collected in our experiment.

Sequences Time (s) Ground Truth Trajectory Distance (m)
Seq 1 35.8 Mocap elliptical trajectory 7.0
Seq 2 26.9 Mocap spiral trajectory 6.3
Seq 3 32.7 Mocap spiral trajectory 8.0

D. UAV tracking fusing signal images and point clouds

This manuscript introduces an approach to tracking a UAV
by fusing LiDAR signal images and point cloud data, both
generated within the same sensor. The proposed methodol-
ogy's overarching framework is illustrated in Fig. 1. It is worth
noting that the Ouster OS0-128 LiDAR serves as the sole input
source for the entire system, providing real-time UAV position
outputs. The tracking procedure comprises two primary stages,
namely:

1) Initialization of UAV position: Fig 3 shows the signal
image and point cloud data of a UAV at its initial position.
Notably, when the UAV approaches the Ouster LiDAR, the
signal image of the UAV appears clearer. To detect the position
of the UAV in the signal image and obtain the ROI in the
image, the state-of-the-art object detection algorithm YOLOV5
is utilized. Given that the Ouster LiDAR signal image and
the point cloud data are spatially linked, the corresponding
point cloud ROI can be extracted. Subsequently, by employing
ground removal and point cloud clustering techniques, the
UAV point cloud can be extracted and, as such, the initial
position of the UAV can be estimated.

3https://github.com/TIERS/UAV-tracking-based-on-LiDAR-as-a-camera

Fig. 3: Example of a signal image (top) and its corresponding point
cloud with background removed (bottom).
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