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Abstract—Over the last decade, robotic perception algorithms
have significantly benefited from the rapid advances in deep
learning (DL). Indeed, a significant amount of the autonomy
stack of different commercial and research platforms relies on DL
for situational awareness, especially vision sensors. This work ex-
plores the potential of general-purpose DL perception algorithms,
specifically detection and segmentation neural networks, for pro-
cessing image-like outputs of advanced lidar sensors. Rather than
processing the three-dimensional point cloud data, this is, to the
best of our knowledge, the first work to focus on low-resolution
images with 360°field of view obtained with lidar sensors by
encoding either depth, reflectivity, or near-infrared light in the
image pixels. We show that with adequate preprocessing, general-
purpose DL models can process these images, opening the door
to their usage in environmental conditions where vision sensors
present inherent limitations. We provide both a qualitative and
quantitative analysis of the performance of a variety of neural
network architectures. We believe that using DL models built
for visual cameras offers significant advantages due to the much
wider availability and maturity compared to point cloud-based
perception.

Index Terms—Deep learning ; object detection ; instance
segmentation ; semantic segmentation ; lidar ; lidar-based per-
ception ;

I. INTRODUCTION

Autonomous mobile robots and self-driving cars use a
variety of sensors for ensuring a high level of situational
awareness [1]. For instance, the Autoware project, representing
the state-of-the-art autonomous cars, relies on 3D lidars for key
perception components [2]. Multiple aerial robotic solutions
also utilize lidars for autonomous flight in complex environ-
ments [3]. Some of the critical characteristics of lidars that
motivate their adoption across application fields include their
long-range and the accuracy of the geometric data they output.

Lidar point cloud data features 360°three-dimensional high
spatial resolution data but often a limited vertical field of
view. Advanced sensors have vertical resolutions that typically
range from 30°to 90° [4]. As lidars measure the time of flight
of a laser signal to objects in the environment, they are not
influenced by changes in light such as darkness and daylight.
In several studies, lidar point cloud data and image data have
been used together in a variety of computer vision tasks,
such as 3D object detection[5], [6], [7], [8]. However, while

lidar odometry, localization and mapping are at the pinnacle
of autonomous technology [9], the processing of point cloud
data for object detection or semantic scene segmentation is
not as mature as the algorithms, and machine learning (ML)
approaches for vision sensors [10], [11].

Deep learning (DL) has revolutionized computer vision over
the last decade. Within the robotics field, from advanced per-
ception [12] to novel end-to-end control architectures based on
deep reinforcement learning [13], and including odometry and
localization [14]. We are in this work particularly interested
in DL models for object detection and instance segmentation,
both of which are cornerstones to embedding intelligence into
autonomous robots and enabling high degrees of situational
awareness [15]. Even though most of the work in DL-based
perception has focused on images and vision sensors, DL
applications to lidar data include voxel-based object detection
or point cloud segmentation [16]. The literature also includes
multiple examples of lidar and camera fusion for producing
coloured point clouds or more robust behaviour, e.g., when
segmenting roads in self-driving cars [17]. These works,
however, focus on point cloud lidar data [16], while we explore
the potential also to leverage them as camera-like sensors.
Only recently, such potential has been identified [18], but
the existing literature lacks a more in-depth analysis of the
potential of images captured from lidar sensors. A sample of
the data used in this work is shown in Fig. 1.

Albeit the higher cost of lidar at the moment, compared
with passive visual sensors, lidars are inherently more robust
to adverse weather conditions and low-visibility environments.
They are also a standard part of most of today’s self-driving
autonomy stacks. Therefore, it comes at no extra cost to
leverage their vision-like capabilities in addition to processing
the three-dimensional point cloud data.

he main contribution of this work is the analysis of the
performance of a variety of DL-based visual perception models
in lidar camera data. We assess the viability of applying object
detection and instance segmentation models to low-resolution,
360°images from two different Ouster lidars with different
fields of view and range. On the object detection side, we
utilize both one-stage detectors (YOLOv5 and YOLOx) and
two-stage detectors (Faster R-CNN and Mask R-CNN). For
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